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Abstract

In 2016, the Gas Analysis Working Group of the Consultative Committee on Amount-of-
Substance (GAWG) introduced an extrapolation scheme to be used for translating the mea-
surement uncertainty reported in a key comparison to a measurement capability. This extrap-
olation scheme has a tipping point at 10µmol mol−1. Below this amount-of-substance fraction
level, the expanded uncertainty is assumed to be independent of the amount-of-substance
fraction, and above the relative expanded uncertainty is assumed to constant. So, a rela-
tive expanded uncertainty of 1.0 % at 10µmol mol−1 translates to an expanded uncertainty of
1.0 % at 0.1 mol mol−1, and into a relative expanded uncertainty of 10 % at 1.0µmolmol−1.

This work revisits the calibration and measurement capabilities (CMCs) for nitrogen monox-
ide and outlines the calculations necessary for a customised extrapolation scheme. Key inputs
include the measurements performed to support the national measurement standards, the sta-
bility studies run on representative gas mixtures to understand their long-term behaviour and
last but not least, the uncertainty calculations performed in the participation in key or other
international comparisons. Meta-analysis is used to determine a reproducibility compontent
of uncertainty, which is combined with the standard uncertainty calculated in accordance with
ISO 6143.

The re-evaluation of the long-term stability study data for calibration gas mixtures of ni-
trogen monoxide in nitrogen shows that there is good agreement between the expanded un-
certainty calculated from these data and the expanded uncertainties submitted in two interna-
tional comparisons. It is shown that the relationship between the amount-of-substance fraction
and the expanded uncertainty can be satisfactorily be described by a straight line when tak-
ing the logarithm on both axes to get an acceptable distribution of the data points along the
axes. the proposed extrapolation scheme outperforms the scheme proposed by the GAWG, es-
pecially for low and high amount-of-substance fractions. At the same time, the re-evaluation
defies the approach using the performances demonstrated in ’track A’ key comparisons for
CMCs for nitrogen monoxide.

1 Introduction and rationale

In 2016, the Gas Analysis Working Group of the Consultative Committee on Amount-of-Substance
(GAWG) introduced an extrapolation scheme to be used for translating the measurement uncer-
tainty reported in a key comparison to a calibration and measurement capability (CMC) [1]. This
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extrapolation scheme has a tipping point at 10µmol mol−1. Below this amount-of-substance frac-
tion level, the expanded uncertainty is extrapolated absolute, and above relative. So, a relative
expanded uncertainty of 1.0 % at 10µmol mol−1 translates to an expanded uncertainty of 1.0 % at
0.1 molmol−1, and into an absolute expanded uncertainty of 0.1µmol mol−1 at 1.0µmol mol−1.

The introduction of this extrapolation scheme for calibration and measurement capabilities
(CMCs) had some unfortunate side effects for VSL, especially for the services related to ppm-
levels of nitrogen monoxide and propane. The claimed calibration and measurement capabilities
for these services had to be increased for no other reason than that the extrapolation scheme
[1] predicted something different from what can be justified on the basis of, e.g., the multipoint
calibration of the analyser and propagating the uncertainty from gas mixture preparation [2, 3]
and analysis [4], among other uncertainty sources.

For the measurement standards and related calibration and reference material services, there
is another isuse. The use of expanded uncertainties reported during the last three ‘track A’ key
comparisons (assessing the ‘core capabilities’ of a national metrology institutes [1]) provided
Urel(x0) = 0.09 % at amount-of-substance fraction x0 = 10µmolmol−1, a CMC that is not sup-
ported by any evidence involving this group of measurement standards, such as the calculation of
the measurement uncertainty using a calibration function or the evaluation of relevant long-term
stability study data. Notwithstanding that the CMC is too low at x0, it is much too high at ambient
level, considering the participation in key comparison CCQM-K26a [5]. The predicted relative
expanded uncertainty is 4 %, whereas the reported relative expanded uncertainty was 1.1 %. The
degree-of-equivalence indicated satisfactory performance in CCQM-K26a.

The decision was taken to revisit the data collected over the years concerning the status of the
national measurement standards (in most cases suites of Primary Standard gas Mixtures, PSMs)
and related measurement and preparative facilities and to develop for all groups of measurement
standards a customised extrapolation scheme that relates the expanded uncertainty for calibra-
tions and reference materials to the amount-of-substance fractions for the entire range for which
services are provided. A model for calculating CMCs is presented, as well as an extrapolation
scheme.

2 Default extrapolation scheme

The amount-of-substance fraction range described in the GAWG Strategy [1] for a component runs
in principle from the purity analysis up to 50 % The tipping point in the extrapolation scheme is at
an amount-of-substance fraction x0 = 10µmolmol−1. For smaller amount-of-substance fractions,
the expanded uncertainty is assumed to be the same as for x0, and for greater amount-of-substance
fractions, the relative expanded uncertainty is assumed to be constant, viz., [1]

U(x) =
U(x0)

x0
· x for x > x0 (1)

U(x) = U(x0) for x ≤ x0

According to the same strategy document, calibration and measurement capabilities can be sup-
ported in two different ways by key comparisons [1]:

1. a dedicated key comparison (track A, track B, or track C)

2. for selected components and ranges, the combination of the last three track A key compar-
isons



Where possible, VSL seeks to support its calibration and measurement capabilities though the
default scheme, i.e., using dedicated key comparisons. The flexible scheme, involving the last three
track A key comparisons, is used in exceptional cases. In 2017, VSL was requested to resubmit
their CMCs based on the performance in the last three track A key comparisons. The pooling of
the past three participations in track A key comparisons gave an relate expanded uncertainty of
0.09 % at x0 = 10µmol mol−1.

3 Uncertainty calculations in key comparisons

Uncertainty calculations in key comparisons largely follow the usual calculations used in the main-
tenance of the national measurement standards, and the production of Primary and Certified
Reference Materials (PRMs and CRMs). PSMs are generally maintained with only the amount-
of-substance fraction and standard uncertainty from gravimetry (calculated in accordance with
ISO 6142 [2, 6]).

In preparative key comparisons, such as CCQM-K53 [7] and CCQM-K54 [8], an allowance is
made for, e.g., gas sampling and adsorption effects, often based on the standard uncertainty from
verification [2, 4].

In analytical key comparisons, such as CCQM-K76 [9], the basis for the uncertainty calcula-
tion is usually the one given in ISO 6143 [4]. As a rule, the mean value of the measurements is
reported, together with the expanded uncertainty for a single measurement. ISO 6143 requires
obtaining the responses under reproducibility conditions, which is rarely done, and moreover, dif-
ficult to achieve in practice. In practice, instrument responses are obtained under repeatability
conditions, and an allowance is made for reproducibility effects in the analysis. Initially, this ap-
proach took the standard deviation of the three (or more) measurements as additional uncertainty
component. The standard deviation is assessed against the standard uncertainty calculated for a
single measurement, to evaluate to what extent the standard uncertainty could be explained from
the dispersion of the measurements. More recently, statistical methods known from meta-analysis
[10] are used instead, which formalises the basic idea.

Another adjustment made is to adapt the standard uncertainty calculated for the PSMs. One
of the first instances was in CCQM-K76 [11]. The purpose of including these extra uncertainties
is first and foremost to ensure that the calculated calibration function meets the requirements of
ISO 6143. Usually the additional uncertainty contribution is combined with the standard uncer-
tainty calculated from gravimetry, and assumed to be independent (i.e., no systematic effect for
all PSMs).

4 Calculation of CMCs

The calculation of CMCs is based on the following mixed effects model

yi = µ+ At i + Bi + εi (2)

where yi denotes the amount-of-substance fraction of the ith data point, µ the expected value at
time 0, A the degradation rate, t i the time of the ith data point, Bi the bias in data point i, and
the random measurement error εi . The mixed effects model in equation (2) is an extension of the
simple mixed effects model for stability study in reference material production [12, 13]. The term
Bi enables accounting for an excess variance [10] due to a reproducibility effect in the stability
study measurements. For stable gas mixtures, A= 0 and the model in equation (2) reduces to a



random effects model as known from between-bottle homogeneity studies [14] and meta-analysis
[10].

In the following, the excess variance τ2 = var(Bi) and the variance computed from the ith

measurement σ2 = var(εi). The latter variance is computed using the procedure of ISO 6143 [4].
For evaluating the long-term stability study data, the variance computed for the last measurement
is used in the subsequent meta-analysis. If there would be an improvement in the performance of
the measurement method, then this would result in an understatement of the standard uncertainty
of older measurements. Consequently, the value obtained for τ would be larger. For the data for
nitrogen monoxide, the assumption that σ did not change during the stability study is justified,
for there have not been any meaningful improvements in the instrumentation and methods used.

The data from the gas mixtures used for long-term stability monitoring have been used. At
regular time intervals, these gas mixtures are analysed using a suite of Primary Standard gas
Mixtures (PSMs). The data of the stability study is then assessed for a trend [12]. If no trend
is observed, the data is then fitted to the DerSimonian-Laird model to assess whether there is an
excess variance. This excess variance is a reproducibility component, and calculated as [15]

τ2 =

∑

i wi (yi − ȳ)2 − (a− 1)
∑

i wi −
∑

i w2
i /
∑

i wi
(3)

where wi = 1/s2
i , si denotes the within-group standard deviation, a the number of groups, and

ȳ =
∑

i wi Ȳi/
∑

i wi . Similar to traditional ANOVA, in meta-analysis τ2 = 0 when the result of
equation (3) is negative.

The calibration and measurement capability is then calculated as

U = k
p

τ2 +σ2 (4)

where σ denotes the standard uncertainty computed in accordance with ISO 6143, k the coverage
factor and U the CMC. This computation is made for several amount-of-substance fractions across
the entire range for which measurement standards of NO in nitrogen are maintained.

5 Results and discussion

The first subrange is the range of amount-of-substance fractions from 0.1 % to 1.0 %. These anal-
yses are performed using a non-dispersive infrared analyser (NDIR). The calibration function is a
third-order polynomial. Figure 1 shows the calibration data (top left) , the calibration function
(bottom left), and the residuals in both directions (right-hand side). All residuals meet the criteria
of ISO 6143.

The calibration function for the amount-of-substance fraction range from 100µmol mol−1 to
1000µmol mol−1 is also cubic (see figure 2). With one exception, all residuals meet the criteria of
ISO 6143. The small discrepancy in the y-residual of the PSM at 200µmol mol−1 has negligible
influence on the calculation of the CMC.

The calibration function for the amount-of-substance fraction NO range from 10µmolmol−1

to 100µmolmol−1 is also cubic (see figure 3). All residuals are meeting the criteria of ISO 6143.
The calibration function for the amount-of-substance fraction NO range from 1µmol mol−1 to

10µmol mol−1 is a straight line (see figure 4). All residuals are meeting the criteria of ISO 6143,
save the y-residuals at 1000 a.u., 5000 a.u. and 10 000 a.u.. Previous measurements in the same
range showed full consistency with the criteria of ISO 6143 for the residuals.
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Figure 1: Calibration data, function and residuals for nitrogen monoxide in nitrogen on a non-
dispersive infrared analyser (NDIR) calibrated in accordance with ISO 6143 [4]. The uncertainty
bars represent 95 % coverage intervals.

200 400 600 800 1000

20
0

40
0

60
0

80
0

10
00

Calibration data

amount−of−substance fraction (µmol/mol)

re
sp

on
se

 (
a.

u.
)

200 400 600 800 1000

−
0.

6
−

0.
2

0.
2

0.
4

0.
6

Residuals (x−direction)

amount−of−substance fraction (µmol/mol)

re
si

du
al

 (
µm

ol
/m

ol
)

200 400 600 800 1000

20
0

40
0

60
0

80
0

10
00

Calibration curve

amount−of−substance fraction (µmol/mol)

re
sp

on
se

 (
a.

u.
)

200 400 600 800 1000

−
0.

6
−

0.
2

0.
0

0.
2

0.
4

0.
6

Residuals (y−direction)

response (a.u.)

re
si

du
al

 (
a.

u.
)

Figure 2: Calibration data, function and residuals for nitrogen monoxide in nitrogen on a Non-
Dispersive Ultraviolet analyser (NDUV) calibrated in accordance with ISO 6143 [4]. The uncer-
tainty bars represent 95 % coverage intervals.
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Figure 3: Calibration data, function and residuals for nitrogen monoxide in nitrogen on a Non-
Dispersive Ultraviolet (NDUV) analyzer configured in accordance with ISO 6143 [4]. The uncer-
tainty bars represent 95 % coverage intervals.
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Figure 4: Calibration data, function and residuals for nitrogen monoxide in nitrogen on a chemi-
luminescence detector (CLD) configured in accordance with ISO 6143 [4]. The uncertainty bars
represent 95 % coverage intervals.
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Figure 5: Calibration data, function and residuals for nitrogen monoxide in nitrogen on a chemi-
luminescence detector (CLD) configured in accordance with ISO 6143 [4]. The uncertainty bars
represent 95% coverage intervals.

The calibration function for the amount-of-substance fraction NO range from 0.1µmolmol−1

to 1µmol mol−1 is a straight line (see figure 5). All residuals are meeting the criteria of ISO 6143.
the multipoint calibration has been performed by diluting a single PSM. The results are much
better than those obtained using a calibration with PSMs (see figure 6).

The results of the meta-analysis on the long-term stability study data are shown in table 1. The
between-group standard deviations (expressed as coefficients of variation) decrease with increas-
ing amount-of-substance fraction. The gas mixtures VSL128500 and PRM126817 show excep-
tionally good behaviour. The within-group coefficient of variation also decreases with increasing
amount-of-substance fraction. The results for gas mixtures VSL128500 and PRM126817 are ex-
ceptionally good and have been discarded in the development of the relationship between the
expanded uncertainty of the calibration of a gas mixture and the amount-of-substance fraction
NO.

The results of the international comparisons are summarised in table 2. The results for the
method using the molblocs to dilute a PSM are given in table 3. This method is used for 100 nmolmol−1 ≤
x ≤ 1000nmol mol−1 where x denotes the amount-of-substance fraction NO.

The relationship between the amount-of-substance fraction and the standard uncertainty is
visualised in figure 7. In the figures, also the results from CCQM-P73 [16] and CCQM-K26a [5]
are included. It is important to note that (1) the results in these comparisons were consistent, and
(2) the calculated standard uncertainty matches well with the standard uncertainties summarised
in table 1.

From figure 7a, in can be seen that in first approximation the data can be described by a model
of the kind

log U = a1 log x + a0 (5)
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Figure 6: Calibration data, function and residuals for nitrogen monoxide in nitrogen on a chemi-
luminescence detector (CLD) configured in accordance with ISO 6143 [4]. The uncertainty bars
represent 95% coverage intervals.

Table 1: Results from the meta-analysis performed on the calibration gas mixtures used to assess
the long-term behaviour of nitrogen monoxide in nitrogen mixtures. τ denotes the coefficient of
variation between-groups, and σ that within-groups. x denotes the amount-of-substance fraction
nitrogen monoxide, as computed using ISO 6142-1.

Mixture x τ σ
p
τ2 +σ2

PRM280190 2.00× 10−6 0.26 0.12 0.28
PRM280208 5.01× 10−6 0.12 0.11 0.16
VSL167407* 2.00× 10−5 0.09 0.05 0.10
PRM105634 2.52× 10−5 0.13 0.04 0.14
VSL174483 6.10× 10−5 0.16 0.03 0.16
VSL128500 3.93× 10−4 0.01 0.01 0.02
PRM126817 8.74× 10−4 0.01 0.01 0.02
PRM240045 1.78× 10−3 0.11 0.01 0.11
PRM229387 5.01× 10−3 0.04 0.01 0.05



Table 2: Reported expanded uncertainty (including verification) in CCQM and Euramet projects;
all results were consistent with the assigned value

Project x U(x) Urel(x)
molmol−1 mol mol−1

CCQM-P73 4.70× 10−5 1.6× 10−7 0.34 %
CCQM-P73 6.30× 10−5 2.2× 10−7 0.35 %
CCQM-K26a 7.19× 10−7 8.0× 10−9 1.1 %
Euramet-K26a 4.32× 10−7 3.6× 10−9 0.83 %

Table 3: Calculation of the standard uncertainty for the dilution method (100 nmolmol−1 ≤ x ≤
1000 nmolmol−1)

Mixture x σ τ
p
σ2 +τ2

nmol mol−1 % % %

PRM427305 297.97 0.53 0.87 1.02
PRM337335 148.99 0.36 0.81 0.88
PRM527291 102.88 0.35 0.72 0.80

10-9

10-8

10-7

10-6

10-7 10-6 10-5 10-4 10-3 10-2

K26a

P73
P73

Euramet-K26a

st
an

da
rd

 u
nc

er
ta

in
ty

amount-of-substance fraction NO

(a) Standard uncertainty as a function of the
amount-of-substance fraction NO

 0

 0.2

 0.4

 0.6

 0.8

 1

10-7 10-6 10-5 10-4 10-3 10-2

K26a

P73 P73

Euramet-K26a

re
la

tiv
e 

st
an

da
rd

 u
nc

er
ta

in
ty

 (
%

)

amount-of-substance fraction NO

(b) Coefficient of variation as a function of the
amount-of-substance fraction NO

Figure 7: CMCs as a function of the fraction NO
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NO. The dotted lines indicate the extrapolation scheme from the GAWG

where a1 denotes the slope and a0 the intercept. Comparing this model with equation (1), it has
the same shape for x ≥ 10µmolmol−1 if the slope is set a1 = 1. Fitting the data using ordinary
least squares (OLS) [17] yields for a1 = 0.741 (see figure 8), where it should be noted that the
data from gas mixtures VSL128500 and PRM126817 have been eliminated.

The GAWG extrapolation scheme (see equation (1)) can be written in a form similar to equa-
tion (5). Taking the logarithm on either side of equation (1) gives the following relationship

log U(x) = log U(x0)− log x0 + log x

Comparing this expression with equation (5), for the GAWG extrapolation scheme, a1 = 1 and
a0 = log U(x0) + log x0. From figure 8, it can be seen that the regression line is flatter than the
line from the GAWG extrapolation scheme for x > x0.

For setting up a formula to predict the CMC as a function of the amount-of-substance fraction,
the use of OLS is not entirely appropriate, as typically there are some data points (x , u(x)) above
the line, and others below. The points above the line indicate data for which the predicted CMC
might constitute an understatement of the actual uncertainty. An increase of the intercept a0
would ‘cure’ this problem to the extent that the predicted CMC is not meaningfully smaller than
the observed (computed) CMC.

6 Interpolation scheme for CMCs

Based on the calculations as presented, the relationship becomes

log u= −3.919+ 0.741 log x (6)



Two datapoints lie slightly above the 90 % coverage interval, but otherwise the equation gives a
good prediction of the CMCs across the entire range of amount-of-substance fractions.

Based on equation (6), the relative expanded uncertainty ranges from 1.6% → 0.08 % for
amount-of-substance fractions from 100× 10−9 mol mol−1 to 1 %.

7 Conclusions

The approach developed for relating the expanded uncertainty of the analysis of nitrogen monox-
ide in nitrogen to the amount-of-substance fraction provides satisfactory results. The use of meta-
analysis is helpful in characterising the dispersion due to, a combination of, reproducibility of the
measurement method, effects of cylinder walls and regulators. The standard deviation τ from the
DerSimonian-Laird model is combined with the standard uncertainty computed from the multi-
point calibration from ISO 6143 to determine the calibration and measurement capability (CMC).
The results of the participation in two international comparisons agree well with the CMCs deter-
mined from the long-term behaviour of the standards of nitrogen monoxide in nitrogen.

The extrapolation scheme developed by the GAWG does a modest job in characterising the
CMCs. It is a crude model, especially for amount-of-substance fractions below 10µmolmol−1

where it overstates the CMCs. It also overstates the CMCs at the high end of the range, although
there the agreement between the GAWG scheme and the fitted data is much better.

The proposed model for inter- and extrapolating CMCs performs well from the ambient level
of NO in air to the highest fractions in the range.
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